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Standard Model of Computation

The Turing Machine is the standard model.

The number of states stays fixed during the computation.

The instructions stay fixed during the computation.

No randomness.
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Ex-Machine Intuition

Ex-Machine is derived from the latin extra machinam.

Add self-modification and randomness to the Turing Machine.

Ex-machine instructions can evolve with self-modification.

With randomness and self-modification, two instances of the
same initial ex-machine can execute and evolve to two distinct
ex-machines. (Non-autonomous dynamical system.)

An ex-machine can make a computational mistake on a first
instance of a problem and subsequently repair its program
before executing on a second instance of the same problem.
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Preliminaries

From {a}∗, define the set of languages L =
⋃

L⊂{a}∗
{L}.

For f : N→ {0, 1}, define language Lf = {an : f (n) = 1}.

L =
⋃

f ∈{0,1}N
{Lf }

Let µ be the Lebesgue measure on {0, 1}N. µ
(
{0, 1}N

)
= 1.

µ induces Lebesgue measure ν on L via f ↔ Lf . ν(L) = 1.

Set Alphabet A = {#, 0, 1,N,Y , a}. # is the blank symbol.

Set States Q = {0, h, n, y , t, v ,w , x , 8} with halting state h
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Q(x) Specification: 15 Initial Instructions
(0,#, 8,#, 1)

(8,#, x ,#, 0)

(y ,#, h,Y , 0)

(n,#, h,N, 0)

(x ,#, x , 0)

(x , a, t, 0)

(x , 0, v ,#, 0, (|Q| − 1,#, n,#, 1))

(x , 1,w ,#, 0, (|Q| − 1,#, y ,#, 1))

(t, 0,w , a, 0, (|Q| − 1,#, n,#, 1))

(t, 1,w , a, 0, (|Q| − 1,#, y ,#, 1))

(v ,#, n,#, 1, (|Q| − 1, a, |Q|, a, 1))

(w ,#, y ,#, 1, (|Q| − 1, a, |Q|, a, 1))

(w , a, |Q|, a, 1, (|Q| − 1, a, |Q|, a, 1))

(|Q| − 1, a, x , a, 0)

(|Q| − 1,#, x ,#, 0)
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Main Results

Q(x) computes Turing incomputable languages in L with
probability (Lebesgue measure) 1.

After a finite number of computational steps, Q(x) uses a
finite amount of computing resources.

Consider an enumeration Ea(i) = (Mi ,Ti ) of all Turing
machines Mi and initial tapes Ti , each containing a finite
number of non-blank symbols.

There exists an evolutionary path Q(x) → Q1 → Q2 → . . .
→ Qm, so at the mth stage Qm correctly determines for
0 ≤ i ≤ m whether Mi ’s execution on tape Ti halts.
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Key Observations

p = 1
2 . Our random instructions use no hidden tricks, e.g. p is

Turing incomputable. 1

In practice, Q(x) will not find this evolutionary halting path,
even though it is possible. (Impossible for a Turing machine.)

Q(x)’s dynamical behavior circumvents the contradiction in
an information-theoretic proof of Turing’s halting problem.2

The circumvention occurs because Q(x)’s meta instructions
increase the number of states and instructions in Q(x).

1K. de Leeuw, E.F. Moore, C. Shannon, N. Shapiro. Computability by
Probabilistic Machines. Princeton University Press. 1956.

2C. Calude. Information and Randomness. Springer. 1994. pp. 184-185
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Standard Instructions S: (q,Tk , r , b, y)

Standard Instructions are Turing machine instructions.

Q = {0, 1, . . . , n − 1} ⊂ N is the set of states.

Alphabet A = {0, 1,#} ∪ {a1, . . . am}. # is the blank symbol.

... Tk−4 Tk−3 Tk−2 Tk−1 Tk Tk+1 Tk+2 Tk+3 Tk+4 ...

q
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Standard Instructions S

Reading Tk on the tape in state q, write b on tape and move to
state r . Move tape head y ∈ {−1, 0, 1}.

... Tk−4 Tk−3 Tk−2 Tk−1 b Tk+1 Tk+2 Tk+3 Tk+4 ...

r

(q, Tk, r, b, -1)         

(q, Tk, r, b, +1)         

... Tk−4 Tk−3 Tk−2 Tk−1 b Tk+1 Tk+2 Tk+3 Tk+4 ...

r
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Random Instructions R: (q, a, r , y)

When scanning alphabet symbol a and lying in state q,
random instruction (q, a, r , y) executes as follows.

Measure a quantum event that returns a random b ∈ {0, 1}.

On the tape, replace alphabet symbol a with random bit b.
(Alphabet A always contains symbols {0, 1}.)

The ex-machine state moves to state r .

The ex-machine moves its tape head left if y = −1, right if
y = +1, or does not move if y = 0.
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Quantum Random Axioms

Unbiased Trials: Consider bit sequence (x1 x2 x3 . . . ) in the
infinite product space {0, 1}N. A single outcome xi generated
by quantum randomness is unbiased. The probabilities satisfy
P(xi = 1) = P(xi = 0) = 1

2 .

Stochastic Independence: History has no effect on the next
quantum random measurement. Each outcome xi is
independent of the history. Expressed as conditional
probabilities, P(xi = a | x1 = b1, . . . , xi−1 = bi−1) = 1

2

for a = 0, a = 1 and for each (b1, b2, . . . , bi−1) ∈ {0, 1}i−1.
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A Theory for a Quantum Random Number Generator

Protocol for a QRNG Based on Value Indefiniteness3

 Spin-1 Source  Sz  Splitter  Sx  Splitter 

1

0 0

-1

1

-1

1 Bit

0 Bit

3Abbott, Calude, Conder, Svozil. Strong Kochen-Specker theorem and
incomputability of quantum randomness. Physical Review A 86, 062109. 2012.
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A Physical Realization of a QRNG

Measurement Setup and Sx Data 4
3

ADC
I
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RT

LO
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Q RF
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(a)
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υ12
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υ01,υ12,υc ~ 7 GHz
υ01 − υ12 ∼ 300 MHz

g

(b)

FIG. 2. (a) Simplified diagram of the measurement setup. A transmon type multi-level quantum system is incorporated into
a 3D microwave copper cavity attached to the cold stage of a dilution cryostat. A magnetically tunable Josephson junction
(SQUID) is used to control the transition frequency of the qutrit by a superconducting coil attached to the cavity. Amplitude-
controlled and phase-controlled microwave pulses are applied to the input port of the cavity by a quadrature IF (IQ) mixer
driven by a local oscillator (LO) and sideband modulated by an arbitrary waveform generator (AWG). The measurement signals
transmitted through the cavity are amplified by quantum Josephson parmateric amplifier (JPA), by a high-electron-mobility
transistor (HEMT) amplifier at 4 K and a chain of room temperature (RT) amplifiers. The sample at 20 mK is isolated
from the higher temperature stages by three circulators (C) in series. The amplified transmission signal is down-converted
to an intermediate frequency of 25 MHz in an IQ mixer driven by a dedicated LO, and is digitized by an analog-to-digital
converter (ADC) for data analysis. (b) The energy level diagram of a qutrit coupled to a microwave cavity. The transition
frequencies of the qutrit and cavity are in GHz while the anharmonicity of the qutrit is ⇠ 300MHz. When the coupling g
between the transmon and the cavity is much smaller than their mutual detuning, the system is in the dispersive regime used
for measurement of the qutrit.

form a quantum measurement described by the projec-
tors | ih | then Ref. [9] (improved in Ref. [16]) provides
the condition to certify the value-indefiniteness of the
outcomes of the measurements:

r
5

14
 |h |�i|  3p

14
. (6)

In our protocol we take {S
z

= 0} state as |�i and
{S

x

= ±1} as | ±i (see Fig. 1). If our system were
ideally prepared in the ground state and all the experi-
mental imperfections were generated only by errors in the
microwave control we could estimate |h ±|�i| directly as
the square root of the probability to obtain the outcomes
“0” and “1”. The resulting probabilities to obtain ”0”
and “1” were measured as 0.536±0.004 and 0.464±0.004
confirming that the control errors of our setup guarantee
value-indefiniteness with high confidence.

In reality the actual states of the system before and
after the measurement are not described by pure states.
The main contribution to the deviation of the probabili-
ties from the ideal value of 1/2 is due to relaxation of the
qutrit during the dispersive measurement. As it leads to
the misinterpretation of the excited state as being the
ground state, we measured greater probability to obtain
“0” rather than “1”. Another sources of imperfections
are thermal excitation of the qutrit (< 1%), fidelity of
gates (> 99%) and misinterpretation of the outcome due

to amplifier noise (0.006%). The result of these imper-
fections may lead to a situation when for some runs the
certification condition will not be fulfilled. To provide a
confidence low bound for randomness to be certified we
conservatively assume that the deviation of the proba-
bilities from the ideal value 1/2 is only due to the runs
where the certification condition (6) is not valid. Thus,
we estimate that only 95% of our generated bits are cer-
tified random.

As a last step, we address the bias in probabilities of
getting “0” and “1” by a standard procedure. For each
bit of final data we perform the measurement two times
in a row. We encode logical “0” and “1” in the phys-
ical events “01” and “10” respectively, which have the
same probability to occur, and ignore the two other out-
comes. It is straightforward to prove that the properties
of QRNG will be preserved: new bits will be certified
by value indefiniteness and independent from each other.
This normalization process yields an unbiased sequence
with probabilities of “0” and “1” to be 50% each, which
is supported by the obtained 50.001% mean frequency of
obtaining the 0 outcome and the standard deviation of
0.1%, which is consistent with the bucket size of 999302
raw bits produced. It also increases certification bound:
99.7% of the final bits are certified random: it is su�-
cient to have one random physical event in the logical
sequence to certify the whole sequence to be random.

4

(a) (b)

FIG. 3. (a) Hexbin histogram plot of single-shot three-level readout of di↵erent qutrit states. Red: ground qutrit state;
Green – excited state (|1i). Blue: second excited state (|2i). The intensity of the color represents the number of measurement
outcomes falling in each bin. (b) Hexbin plot of the output of the protocol. Shown are logical encoding of the resulting states
and the correspondence to the spin-1 protocol. Note, the Sx = 0 state is almost (< 0.1%) never realized. The black lines sketch
the boundaries of the classification regions.

The entropy for the unbiased random numbers ob-
tained from 10 GBit raw data is 7.999999 per byte and
is consistent with the ideal value of 8. The data passes
all tests in standard NIST and diehard statistical test
suites. Moreover, in Ref. [17] the quantum random bits
were also analyzed with a test more directly related to
the algorithmic randomness of a sequence (rather than
simply statistical properties). Specifically, the raw bits
were used to test the primality of all Carmichael numbers
smaller than 54 ⇥ 107 with the Solovay-Strassen proba-
bilistic algorithm, and the minimum random bits neces-
sary to confirm compositeness was used as the metric.
Ten sequences of raw quantum random bits of length 229

were compared with sequences of the same length from
three modern pseudo-random generators (Random123,
PCG and xoroshilro128+) and a significant advantage
was found using the quantum bits. This gives an exper-
imental evidence of the incomputability of the quantum
random generator, as predicted by the Kochen-Specker
theorem [9].

In summary, we experimentally demonstrated that the
Kochen-Specker certification scheme allows one to elim-
inate the necessity for input seed random numbers, lifts
the non-locality requirements for the certified generator,
greatly enhances the rate of generation of certified ran-
dom numbers, and shows advantage over pseudo-random
generators. The rate of generation of 25 kBit/s of un-
biased random bit is limited by the qutrit decay rate
(T1 ⇠ 5 µs) and may be further increased by using active
schemes for initialization of the system in the ground
state [18, 19]. The certification confidence of 99.7%
can be improved by using qutrits with longer relaxation
times.
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Meta Instructions M

Meta instructions can add new states.

Meta instructions can add new instructions

Meta instructions can replace instructions.

Meta instructions M are a subset of {(q, a, r , α, y , J) : q ∈ Q
and r ∈ Q ∪ {|Q|} and a, α ∈ A and instruction
J ∈ S ∪R}.

J is a standard or random instruction
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Execution of Meta Instruction (q, a, r , α, y , J)

I = S ∪R ∪M.

Quintuple (q, a, r , α, y) executes as a standard instruction
with one caveat:

State q may be expressed as |Q| − c1 and state r may be
expressed as |Q| or |Q| − c2, where 0 < c1, c2 ≤ |Q|. When
(q, a, r , α, y) is executed, if q is expressed as |Q| − c1, the
value of q is instantiated to the current value of |Q| minus c1.

If state r is expressed as |Q| or |Q| − c2, the value of r
instantiates to the current value of |Q| or |Q| − c2,
respectively.

Quantum Random, Self-Modifiable Computation Michael Stephen Fiske
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Execution of Meta Instruction (q, a, r , α, y , J)

Unique state, scanning condition: for any two distinct
instructions chosen from I at least one of the first two
coordinates must differ.

Next, instruction J modifies I, where instruction J has one of
the two forms: J = (q, a, r , α, y) or J = (q, a, r , y).

For both forms, if I ∪ {J} still satisfies the unique state,
scanning symbol condition, then I is updated to I ∪ {J}.

Otherwise, there is an instruction I in I whose first two
coordinates q, a are equal to instruction J’s first two
coordinates. In this case, instruction J replaces instruction I
in I. That is, I is updated to I ∪ {J} − {I}

Quantum Random, Self-Modifiable Computation Michael Stephen Fiske
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Example that Executes a Meta Instruction

Consider meta instruction (q, a1, |Q| − 1, α1, y1, J), where
J = (|Q| − 1, a2, |Q|, α2, y2).

After standard instruction (q, a1, |Q| − 1, α1, y1) executes, this
meta instruction adds a new state |Q| to the states Q and
adds instruction J, instantiated with the current value of |Q|.

Set states Q = {0, 1, 2, 3, 4, 5, 6, 7}. Alphabet A = {#, 0, 1}.

An initial configuration is shown below.

State Tape
5 ##11 01##

Quantum Random, Self-Modifiable Computation Michael Stephen Fiske
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Example that Executes a Meta Instruction

Meta instruction (5, 0, |Q| − 1, 1, 0, J) executes with values
q = 5, a1 = 0, α1 = 1, y1 = 0, a2 = 1, α2 = #, and y2 = −1.

Instruction J = (|Q| − 1, 1, |Q|,#,−1)

Since |Q| = 8, instruction (5, 0, 7, 1, 0) executes.
J = (7, 1, 8,#,−1) is added as a new standard instruction.

The instantiation of |Q| = 8 in J adds state 8. The states are
updated to Q = {0, 1, 2, 3, 4, 5, 6, 7, 8}.

The new ex-machine configuration is shown below.

State Tape

7 ##11 11##

Quantum Random, Self-Modifiable Computation Michael Stephen Fiske
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Example that Executes a Meta Instruction

State Tape

7 ##11 11##

Now, the ex-machine is scanning a 1 and lying in state 7, so
the standard instruction J = (7, 1, 8,#,−1) executes.

Note J was just added to the instructions.

After J executes, the new configuration is shown below.

State Tape

8 ##1 1#1##
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Simple Meta Instructions

A simple meta instruction has syntax, where 0 < c1, c2 ≤ |Q|:

(q, a, |Q| − c2, α, y) or (q, a, |Q|, α, y)

(|Q| − c1, a, r , α, y)

(|Q| − c1, a, |Q| − c2, α, y) or (|Q| − c1, a, |Q|, α, y).

Expressions |Q| − c1, |Q| − c2 and |Q| are instantiated to a
state based on the current value of |Q| when the meta
instruction executes.

Q(x) self-reflects with the symbols |Q| − 1 and |Q|.
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Finite Initial Conditions

A finitely bounded tape means the tape has a finite number of
non-blank symbols.

An ex-machine has finite initial conditions if the following 4
conditions are satisfied before the ex-machine starts executing.

1. The number of states |Q| is finite.

2. The number of alphabet symbols |A| is finite.

3. The number of machine instructions |I| is finite.

4. The tape is finitely bounded.
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Evolving an Ex-machine

T0, T1, . . . Ti−1 are finitely bounded tapes. Ex-machine X0

has finite initial conditions.

X0 starts executing with tape T0 and evolves to ex-machine
X1 with tape S1.

Next, X1 starts executing with tape T1 and evolves to X2

with tape S2. This means that when ex-machine X1 starts
executing on tape T1, its instructions are preserved after the
halt with tape S1.

The ex-machine evolution continues until Xi−1 starts
executing with tape Ti−1 and evolves to ex-machine Xi with
tape Si .
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Evolutionary Path, Ancestors and Descendants

One says that ex-machine X0 with finitely bounded tapes T0,
T1, T2 . . . Ti−1 evolves to ex-machine Xi after i halts.

When ex-machine X0 evolves to X1 and subsequently X1

evolves to X2 and so on up to ex-machine Xn, then
ex-machine Xi is called an ancestor of ex-machine Xj

whenever 0 ≤ i < j ≤ n.

Similarly, ex-machine Xj is called a descendant of ex-machine
Xi whenever 0 ≤ i < j ≤ n.

The sequence of ex-machines X0 → X1 → . . . → Xn . . . is
called an evolutionary path.
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Languages that Q(x) Evolves to Compute

Recall that L =
⋃

L⊂{a}∗
{L}. Alphabet A = {#, 0, 1,N,Y , a}. The

initial states are Q = {0, h, n, y , t, v ,w , x , 8} with halting state h

Let X be an ex-machine that is a descendant of Q(x). The
language L in L that X computes is defined as follows.

A valid initial tape has the form # #an#. The valid initial
tape # ## represents the empty string.

After machine X starts executing with initial tape # #an#,
string an is in X’s language if X halts with tape #an# Y#.

an is not in X’s language if X halts with tape #an# N#.
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Q(x) Specification
(0,#, 8,#, 1)

(8,#, x ,#, 0)

(y ,#, h,Y , 0)

(n,#, h,N, 0)

(x ,#, x , 0)

(x , a, t, 0)

(x , 0, v ,#, 0, (|Q| − 1,#, n,#, 1))

(x , 1,w ,#, 0, (|Q| − 1,#, y ,#, 1))

(t, 0,w , a, 0, (|Q| − 1,#, n,#, 1))

(t, 1,w , a, 0, (|Q| − 1,#, y ,#, 1))

(v ,#, n,#, 1, (|Q| − 1, a, |Q|, a, 1))

(w ,#, y ,#, 1, (|Q| − 1, a, |Q|, a, 1))

(w , a, |Q|, a, 1, (|Q| − 1, a, |Q|, a, 1))

(|Q| − 1, a, x , a, 0)

(|Q| − 1,#, x ,#, 0)
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Q(x) Starts with Tape # #aaaa## and State 0

STATE TAPE INSTRUCTION EXECUTED NEW INSTRUCTION
8 ## aaaa### (0, #, 8, #, 1)
x ## aaaa### (|Q| − 1, a, x, a, 0) (8, a, x, a, 0)
t ## 1aaa### (x, a, t, 1qr , 0)
w ## aaaa### (t, 1,w, a, 0, (|Q| − 1, #, y, #, 1)) (8, #, y, #, 1)
9 ##a aaa### (w, a, |Q|, a, 1, (|Q| − 1, a, |Q|, a, 1)) (8, a, 9, a, 1)
x ##a aaa### (|Q| − 1, a, x, a, 0) (9, a, x, a, 0)
t ##a 1aa### (x, a, t, 1qr , 0)
w ##a aaa### (t, 1,w, a, 0, (|Q| − 1, #, y, #, 1)) (9, #, y, #, 1)
10 ##aa aa### (w, a, |Q|, a, 1, (|Q| − 1, a, |Q|, a, 1)) (9, a, 10, a, 1)
x ##aa aa### (|Q| − 1, a, x, a, 0) (10, a, x, a, 0)
t ##aa 0a### (x, a, t, 0qr , 0)
w ##aa aa### (t, 0,w, a, 0, (|Q| − 1, #, n, #, 1)) (10, #, n, #, 1)
11 ##aaa a### (w, a, |Q|, a, 1, (|Q| − 1, a, |Q|, a, 1)) (10, a, 11, a, 1)
x ##aaa a### (|Q| − 1, a, x, a, 0) (11, a, x, a, 0)
t ##aaa 1### (x, a, t, 1qr , 0)
w ##aaa a### (t, 1,w, a, 0, (|Q| − 1, #, y, #, 1)) (11, #, y, #, 1)
12 ##aaaa ### (w, a, |Q|, a, 1, (|Q| − 1, a, |Q|, a, 1)) (11, a, 12, a, 1)
x ##aaaa ### (|Q| − 1, #, x, #, 0) (12, #, x, #, 0)
x ##aaaa 0## (x, #, x, 0qr , 0)
v ##aaaa ### (x, 0, v, #, 0, (|Q| − 1, #, n, #, 1)) (12, #, n, #, 1)
n ##aaaa# ## (v, #, n, #, 1, (|Q| − 1, a, |Q|, a, 1)) (12, a, 13, a, 1)
h ##aaaa# N# (n, #, h,N, 0)
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Q(x) Evolved to Q(11010 x)
(0,#, 8,#, 1) (y ,#, h,Y , 0) (n,#, h,N, 0)

(x ,#, x , 0)
(x , a, t, 0)

(x , 0, v ,#, 0, (|Q| − 1,#, n,#, 1))
(x , 1,w ,#, 0, (|Q| − 1,#, y ,#, 1))
(t, 0,w , a, 0, (|Q| − 1,#, n,#, 1))
(t, 1,w , a, 0, (|Q| − 1,#, y ,#, 1))

(v ,#, n,#, 1, (|Q| − 1, a, |Q|, a, 1))
(w ,#, y ,#, 1, (|Q| − 1, a, |Q|, a, 1))
(w , a, |Q|, a, 1, (|Q| − 1, a, |Q|, a, 1))

(|Q| − 1, a, x , a, 0)
(|Q| − 1,#, x ,#, 0)

(8,#, y ,#, 1) (8, a, 9, a, 1)
(9,#, y ,#, 1) (9, a, 10, a, 1)
(10,#, n,#, 1) (10, a, 11, a, 1)
(11,#, y ,#, 1) (11, a, 12, a, 1)

(12,#, n,#, 1) (12, a, 13, a, 1)
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Q(x) Evolving to Compute Some Lf
Each infinite downard path in the infinite binary tree corresponds
to a unique language Lf , where string an lies in Lf if and only if
the n + 1th branch of the downward path is a 1.

0 1

0 1 0 1

10 10 0 1 0 1

0 1 0 1 0 1 0 1 0 1 100 1 10

… … … … … … … …

Figure: Infinite Binary Tree
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Q(x) Evolving to Compute Some Lf
An execution of Q(x) on initial tape # #an# executes a
random instruction n + 1 times, creating a finite downward
path of length n + 1. After this execution, the descendant is
Q(f (0)f (1) . . . f (n) x), where f (i) is the random bit
measured in the i + 1th execution of a random instruction.

LEMMA: Assume i ≤ n. If f (i) = 1, then Q(f (0)f (1) . . . f (n)
x) on initial tape # #ai# halts with tape #ai# Y#. If
f (i) = 0, then Q(f (0)f (1) . . . f (n) x) halts with #ai# N#.

THEOREM: For functions f : N→ {0, 1}, the probability that
language Lf is Turing incomputable has measure 1 in (ν,L).

COROLLARY: Q(x) evolves to compute a Turing
Incomputable language Lf with probability measure 1 in
(ν,L).
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Q(x) Evolving to Compute Lhεa

Universal Turing machine / enumeration theorem, there is a
Turing computable enumeration E : N→ { all Turing
machines M} × { Each of M’s states as an initial state }

This enumeration uses the blank-tape halting problem.

Set alphabet A = {#, 0, 1, a,A,B,M,N,S ,X ,Y }.

Let ME be the Turing machine that computes
Ea : N→ A∗ × N, where tape # #an# represents the
natural number n in the domain of Ea.

N in the range of Ea holds the initial state of machine Ea(n).
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Q(x) Evolving to Compute Halting Language Lhεa

REMARK: For each n ∈ N, with blank initial tape and initial
state Ea(n) (2nd coordinate), then Turing machine Ea(n) (first
coordinate) either halts or does not halt.

Define halting function hEa : N→ {0, 1}, where hEa(n) = 1 if
Turing machine Ea(n) halts with blank initial tape and initial
state Ea(n). hEa(n) = 0 if Turing machine Ea(n) does not halt.

Define halting language LhEa = {an : hEa(n) = 1}.

THEOREM: The evolutionary path Q(hEa(0) x) → Q(hEa(0)
hEa(1) x) → . . . Q(hEa(0) hEa(1) . . . hEa(m) x) . . .
computes halting language LhEa
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Halting Complexity Questions

Can we find or define a measure of halting complexity to
appropriately ask the next question?

(The Shannon complexity |Q||A| is not adequate.)

Can this finite halting complexity of a Turing machine H be
characterized as follows? There exists a threshold halting
complexity θ(M) so that if M’s halting complexity is greater
than θ(M), then H cannot determine M’s halting behavior.

(One approach is to assume an initially blank tape to assure
that there is not complexity hidden in the different initial
tapes.)
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Self-Modification Questions

For a fixed Turing machine M, do there exist ex-machine
self-modification procedures in some ex-machine X that start
with a finite number of standard, random and meta
instructions that can evolve to determine M’s halting behavior
with probability measure 1?

Does there exist a sufficiently high halting complexity for M,
where these self-modification procedures fail?
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